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What Complex 
Networks ?

Databases: 
● KONECT Database,  http://konect.uni-koblenz.de/networks
● SNAP Database, http://snap.stanford.edu/data
● VLADO database, http://vlado.fmf.uni-lj.si/pub/networks/

divided in 4 groups...

http://konect.uni-koblenz.de/networks
http://snap.stanford.edu/data


Social Networks 

Facebook: 
Friend lists.

 (4039 nodes 
and 88234 

edges).

Brightkite: Location-based social 
networking service provider where 
users shared their locations by 
checking-in. 

(58,228 nodes and 214,078 edges)

We collected:
● 5 Social networks with geographic check-

ins.
● 983 Ego-centered (Twitter, g+, Facebook).
● 4 Signed networks with positive and 

negative edges (friend/foe, trust/distrust).Total: 992



Biological Networks 

Metabolic processes: Hierarchical 
modularity of nested bow-ties in 
metabolic networks, Zhao et al 

2010

We collected:
● 2 Carbon exchanges.
● 43 Cellular (substract in cellular 

networks).
● 43 Metabolic networks (interactions 

between enzymes and metabolites)
● 3 Yeast (protein-protein interaction).
● 8 Atlas (food-webs).

Edges are usually symmetrical and 
directed!

Yeast protein, http://www.
simonsfoundation.org/

Total: 99



Technological Networks 
Autonomous Systems 

(AS) peering 
information inferred 
from Oregon route.We collected:

● 117 Autonomous systems 
(graphs of the internet).

● 7  Roads (nodes represent 
intersections and edges roads 
connecting the intersections).

Texas road network

Autonomous systems by 
Skitter: Internet topology 
graph. From traceroutes 

run daily in 2005 

Total: 124



Information Networks 

http://farrall.
org/webgraph/research/evote.html

We collected:
● 2 Citation (nodes represent papers, edges 

represent citations).
● 8 Collaboration (nodes represent 

scientists, edges represent collaborations)
● 3 Communication (email communication 

networks with edges communication).
● 4 Webgraphs (nodes represent webpages, 

edges are hyperlinks).
● 4 Amazon Product Review.
● 9 Peer-to-peer.

Knowledge based networks: 
data linked together!

US Patent Citation Data Set 
available at http://www.nber.

org/patents

Total: 30



Total number of 
Complex Networks 

1245
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https://github.com/mariwahl/MNet-Network-Analysis
https://github.com/mariwahl/MNet-Network-Analysis


Graph Topological 
Features?



Topological Features...

23!
(global and 

local/average) 



But...

Features are 
size-dependent! 

Need to normalize 
each graph!



Sampling Methods
★ Two types:

○ Snowball Sampling (SS).
○ Metropolis-Hasting 

Random Walk Sampling 
(MHRW).

★ Approaches:
○ Graph orders:  n = 500, 

1000, 1500, 2000, 3000, 
5000.

○ Depth N =3, 4

MHRW: n = 1000 

Example, the 
“online 

communication” 
network:

The entire network:
● Nodes: 106722
● Edges (size): 2316668
● Clustering: 0.001
● Assortativity: 0.144

SS:  N=4  

Snowball is bad! 
but…

 some properties 
are not very well 

defined in any 
method!

MHRW: n = 5000



SMV it!
SVM approaches: 
1. ‘one-vs-one’ (Knerr et al., 1990):  n_class * 

(n_class - 1) / 2 classifiers are constructed 
and each one trains data from two class 
(kernel RBF)

2. ‘one-vs-all’: training n_class models (Linear)

Standardization/Scaling:

1. gaussian with zero mean and unit 
variance

2. minimum and maximum value

 If a feature has a variance that is orders 
of magnitude larger than others, it might 

dominate the objective function and 
make the estimator unable to learn from 

other features correctly as expected!



Cross Validation

●
● Smaller Samples Classify worse!

● We use to select good C (penalty 
parameter of the error term) and 
gamma  (kernel coefficient.

social classifies 
better

bio and tech 
classify worse



● The classification seems to work : up to 97% test accuracy!

Outline

● If you are interested: astro.sunysb.edu/steinkirch/new/mloutputs.html

○ More plots and results for:
■ Samplings
■ Cross-validation
■ Feature Selection: which of the 23 are really important? 
■ Other supervisioned learning classifiers (Adaboost, LR, NB,...)
■ Some unsupervised learning 

● You can try yourself with:
■ my results: astro.sunysb.edu/steinkirch/new/mloutputs_sampled_tables/

■ my code: github.com/mariwahl/MLNet-Classifying-Complex-Networks

Thank you!


